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Abstract. Glaucoma is an irreversible neurological disorder that causes intraocular hypertension by increasing aqueous humor and 

restricting the drainage pathway between the iris and cornea. Damage to the optic nerve head, which transmits visual information 

from the eyes to the brain, causes vision loss and, eventually, blindness. The term "thief of sight" refers to the difficulty in detecting 

glaucoma in its early stages. Regular examinations are strongly advised to distinguish it from neurological disorders. Glaucoma 

diagnosis takes time, money, and is dependent on the availability of resources (trained ophthalmologists and expensive instruments), 

not to mention the risk of human error. The primary goal of the proposed project is to create a deep learning model for glaucoma 

diagnosis and automatic severity classification. Our research paper presents a novel glaucoma screening method using deep learning 

and image segmentation. We combined the architectures of several state-of-the-art convolutional neural networks (CNNs), includ-

ing ResNet50, VGG16, Xception, ResNet101, Inception, MobileNet, and EfficientNetB7. By analyzing fundus images, we achieved 

high accuracy in glaucoma detection and severity grading. Our model shows promise as a cost-effective and efficient tool for 

glaucoma diagnosis, offering potential benefits for early intervention and improved patient care. 
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1 INTRODUCTION  

The Glaucoma, an ocular neuropathy-based condition that destroys retinal ganglion cells and results in irreversible vision loss [2]is 

among the primary causes for blindness in the globe. Due to inadequate assessment tools and procedures for determining the scores 

of these sores, the undiscovered pervasiveness, which is roughly half considered in regions with high salaries, such as North Amer-

ica and Australia, and amounts in regions with middle and low salaries, such as Asia and Africa, remains largely unaccounted for. 

Sadly, the medical services board is currently facing a significant obstacle as a result of the anticipated high volume of patients and 

the limited number of ophthalmologists. This has also increased the need for scientists to develop and perfect a pre-programmed 

screening tool to aid in the early diagnosis of glaucoma. With consistent effort, retinal fundus designs have demonstrated the po-

tential to detect glaucoma. In retinal image analysis, machine learning techniques are anticipated to eliminate the need for device 

output prior to human evaluation [1]. 

Thakur and Juneja [3] designed a computerized method for detecting glaucoma at an early stage. Both primary and secondary 

components can be deduced from an optical fundus image. The vector support classification outperforms the K-neighbor, neural 

network, random forest, and Naive Bayes classifications. Chakravarty and Sivaswamy's semi-supervised models for glaucoma clas-

sification [4] were based on segmented optic disks and cups, in addition to textural capacity. The classification of data and images 

has recently been aided by a variety of AI-based calculations that have outperformed expectations. Using convolutional neural 

networks, instances and data from the retinal fundus were located without the need for manual recovery. In addition to pre-pro-

grammed segmentation of the OD and OC, [5] is investigating Deep Learning (DL) approaches for use in clinical settings for the 

evaluation of glaucoma. The second section describes the methodology and international datasets used in this fact-finding process. 

After implementing the proposed plan, the third section presented findings and discussion, and the fourth section provided conclu-

sions. There are two drawbacks: the price of glaucoma screening and the psychological consequences of subjective symptoms, 

which are often not felt by the majority of patients until the condition has advanced significantly [16]. The high cost of optical 

coherence tomography (OCT) and traditional automated perimetry, both of which are used to interpret relatively inexpensive and 

accessible fundus images, is due to the cost of acquiring such knowledge and experience (OCT). Automated perimetry and fundus 

http://www.jetir.org/


© 2023 JETIR August 2023, Volume 10, Issue 8                                                              www.jetir.org(ISSN-2349-5162) 

 

 

JETIR2308488 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org e769 
 

photography, regardless of their viability, are insufficient for glaucoma screening. Disc images are intuitively comprehensible be-

cause the optic nerve has a variety of normal appearances that overlap with pathological manifestations [17]. Due to its high varia-

bility and weak disease signal, it is difficult to diagnose glaucoma, classify disease stages, and monitor disease progression using 

standard automated perimetry [18,19]. Extensive research has been conducted on the relationship between retinal anatomy and 

visual function. [20,21]. It has been demonstrated that CNN, a popular deep learning technique in the field of image pattern recog-

nition, can automatically differentiate between glaucoma and normal groups. This demonstrates how CNN could be utilized for 

glaucoma screening. According to Liu et al. [26], CNN could be used to diagnose glaucoma using 241,032 fundus images from a 

large database and an advanced deep learning system in a variety of settings with images from a variety of sources with images of 

varying quality, ethnicity, and demographics. Using data from color fundus images and OCT scans, the classification approach of 

An et al. distinguishes between glaucomatous and healthy eyes, which could improve the diagnostic sensitivity of early glaucoma 

diagnosis. However, the majority of earlier studies lacked disease stage information and instead focused their deep learning algo-

rithms on fundus images [28], [29] or OCT scans, reporting glaucoma presence or absence. Glaucoma evaluations must account for 

both anatomical and functional eye changes as the disease progresses. This study proposes and evaluates a novel, less expensive 

glaucoma screening technique for primary care, considering the varying stages and structure-function relationships of the disease. 

CNN and Fundus images are used in this separately. Several studies [23–24] indicate that algorithms derived from clinical imaging 

data can be used to perform.  

2 PROPOSED SYSTEM  

The manual examination of fundus images for glaucoma diagnosis is a labor-intensive and expensive process that relies on highly 

trained professionals. Detecting glaucoma at an early stage necessitates frequent visits to ophthalmologists, which can be challeng-

ing in areas with limited access to ophthalmological expertise. Currently, the evaluation of cup-to-disc ratio (CDR) and fundus 

images for glaucoma diagnosis is performed manually by ophthalmologists, introducing subjectivity and potential inaccuracies due 

to the limitations of existing techniques. To address these challenges, this research proposes an advanced deep learning model that 

is intuitive, efficient, and highly accurate in detecting and classifying glaucoma based on its severity. By leveraging the power of 

deep learning, this model offers a promising solution to enhance  

glaucoma diagnosis and overcome the limitations of traditional methods. 

 

  

 
 

Figure 1 Schema of proposed framework. 

 

The proposed system aims to identify whether a patient is glaucomatic or not by analyzing retinal fundus images. In the pre-pro-

cessing stage, the test image undergoes various segmentation and filtering techniques to enhance the image quality and improve 

prediction accuracy. The processed image is then fed into a pretrained model, which utilizes mathematical-based pictorial manipu-

lation layers to extract features and make predictions. The predictions provide a binary value (True or False) for glaucoma classifi-

cation. Using a different deep learning model, images identified as glaucomatic are then utilised to gauge the severity of the condi-

tion. The system utilizes a virtual database to store the images and prediction results, which are then visualized on a user interface 

in a web application. The project's main objectives include developing a computerized diagnostic method for glaucoma detection 

and grading, creating an effective web-based application for glaucoma diagnosis, and comparing the performance of different pre-

trained CNN models in detecting glaucoma. 

3 DATASET AND DATA PRE-PROCESSING 

3.1 Dataset 

For the detection of glaucoma, we are using dataset from kaggle. This dataset contains fundus images from ACRIMA and ORIGA 

database. It contains 2005 fundus images and a csv file which contains image name and corresponding label.  

For grading of glaucoma, dristhi-GS dataset is used. There are 101 photos in the DRISHTI-GS collection. It is split into 51 testing 

photos and 50 training images. For the training set, ground truth is given. 
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3.2 Data pre-processing 

Pre-processing plays crucial part in deep learning by converting raw input data into a format that is optimal for modeling. This 

crucial step involves a range of operations, including resizing, normalization, and augmentation. By applying pre-processing tech-

niques, we can enhance the quality and accuracy of machine learning models, especially in computer vision tasks that rely on image 

data. These operations ensure that the input data is appropriately transformed and prepared for effective learning and feature ex-

traction, ultimately leading to improved performance in various applications. GoogLeNet, VGG-16, and ResNet-50 are convolu-

tional neural networks (CNNs) commonly used in deep learning tasks. These networks have a specific input size requirement, 

typically around 224 x 224 pixels. Therefore, when working with images of different sizes, it is necessary to resize or crop the input 

image to match the expected size. Deep learning systems require a significant amount of high-quality data to perform at their 

optimum level. Data preprocessing is a critical step in enhancing the efficiency and accuracy of the classification model. By care-

fully preparing and refining the input data, We can enhance the deep learning system's performance and develop an effective model 

for precise classification. 

4 PROPOSED CNN-ARCHITECTURE AND ENSEMBLE METHOD   

We have proposed a system with transfer learning algorithms as these algorithms are more accurate and efficient. We have discussed 

about all the algorithms which we have trained our model on below: 

4.1 Resnet-50 

ResNet-50 is a powerful deep learning model for computer vision applications like image classification. It is a part of the ResNet 

design, which stands for "Residual Network". ResNet-50 has been used to assess fundus images of the eye and determine whether 

or not the patient has glaucoma in the context of glaucoma categorization. The retina and optic nerve can be seen clearly in images 

of the fundus, or the back of the eye. A very deep neural network with 50 layers is called ResNet-50. It is crucial for correctly 

identifying ocular images and is capable of recognising extremely minute details in the input photographs. The use of residual 

blocks, which enables the network to learn residual functions that can help in overcoming the problem of vanishing gradients, is 

one of the key elements of the ResNet architecture. For the classification of glaucoma, ResNet-50 is frequently used as a pre-trained 

model. This shows that after the network's weights were trained on a sizable image dataset, they were optimised for use in image 

classification tasks. Using methods like transfer learning, pre-trained model is then improved on specific dataset of fundus images 

for the classification of glaucoma. ResNet-50 can accurately diagnose a patient's glaucoma status and extract intricate details from 

fundus images, making it a useful classification tool for glaucoma.  

4.2 VGG-16 

Convolutional neural network architecture Among other image classification applications, the categorization of glaucoma has made 

substantial use of VGG-16. Thirteen convolutional layers precede three fully linked layers in the VGG-16 model. The convolutional 

layers have 3x3-sized filters while the max-pooling layers have pools that are 2x2-sized. In order to classify glaucoma, VGG-16 

can be trained on a collection of fundus images with labels designating either healthy or glaucomatous eyes. Once the pictures have 

been pre-processed, the last layer of the VGG-16 model is replaced by a new fully connected layer with a single output node and a 

sigmoid activation function. The output is transformed into a glaucoma probability score by this function. The weights of the VGG-

16 model are modified during training using backpropagation and the binary cross-entropy loss function. Accuracy, precision, 

recall, and F1 score are some of the assessment measures that may be used to gauge the model's efficacy. Using a unique test set, 

the model's accuracy is assessed. The classification of glaucoma by VGG-16 has shown a generally positive trend, with reported 

accuracies varying between 85% and 95%. However, a number of factors, including the dataset's size and quality, pre-processing 

technique, and hyperparameter choice during training, can affect the model's performance. Therefore, it is important to carefully 

review and modify the VGG-16 model for glaucoma classification in line with the particular needs of the application. 

4.3 XCEPTION 

A promising convolutional neural network (CNN) architecture for categorising glaucoma is called Xception. The Xception model, 

which is comparable to the Inception model, uses depthwise separable convolutions to minimise the number of network parameters. 

The Xception model may be trained on a sizable dataset of labelled fundus images, just like other CNNs, to categorise images as 

glaucomatous or non-glaucomatous. Applying pre-processing methods to the input images, such as downsizing, normalisation, and 

augmentation, can increase the model's accuracy. Studies show that the Xception model can correctly categorise glaucoma. Ac-

cording to a 2019 study published in the Journal of Glaucoma, an Xception model with a training set of 16,600 fundus images was 

capable of classifying glaucoma with an area under the receiver operating characteristic curve (AUC-ROC) of 0.962. The Xception 

model, an effective deep learning architecture, has shown promise in the categorization of glaucoma using fundus images, in order 

to sum up. The Xception model has the potential to be an important tool for glaucoma detection and diagnosis with additional study 

and improvement. 

4.4 ResNet-101 

Several computer vision tasks, including image classification, have been successfully completed using the ResNet-101 architecture 

for a deep convolutional neural network. ResNet-101 has shown promising glaucoma classification outcomes. Skip connections are 

used in ResNet-101, which has 101 layers, to avoid the degradation issue that can occur while training extremely deep neural 
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networks. The network can gain residual functions because to these skip connections, which enables more extensive model training 

and optimisation. In order to categorise glaucoma, Features from fundus images have been extracted using ResNet-101. A set of 

fundus images split into glaucomatous and non-glaucomatous conditions is used to update the previously trained model. A classi-

fication system is then used to predict the existence of glaucoma in fresh photos using the collected features. ResNet-101 classified 

glaucoma with a 94.6% accuracy rate in a study that was published in the Journal of Glaucoma, outperforming other well-known 

deep learning architectures including VGG-19 and Inception-V3. The model's robustness and effectiveness in glaucoma classifica-

tion were further illustrated by the scientists' observation that ResNet-101 properly recognised photos that had been wrongly clas-

sified by earlier models. Overall, ResNet-101 has demonstrated significant potential in the classification of glaucoma, and its ap-

plication may result in a more precise and effective diagnosis of this ailment that can impair eyesight. 

4.5 Inception 

Glaucoma detection and other image classification tasks have been carried out using Google's Inception architecture for deep neural 

networks. In in order to handle problem of computational complexity in deep neural networks, the original Inception architecture 

included modules with multiple concurrent convolutional operations of various sizes. As a result, the network was effective at 

recording characteristics at various scales and resolutions. There are several ways to categorise glaucoma using the Inception archi-

tecture, including Inception v1, v2, and v3. These models were created to categorise groups of fundus photos as glaucoma or non-

glaucoma using large datasets of fundus photos. Inception v3 in particular showed promising results by achieving an accuracy of 

over 95% on some datasets. To extract features from input images, Inception v3 employs a network that combines convolutional 

layers, pooling layers, and Inception modules with various kernel sizes. The output of these qualities is then passed through a series 

of completely interconnected layers to produce the final categorization result. The ability of the Inception architecture to handle a 

range of input sizes is advantageous for glaucoma classification given that fundus images may have different resolutions. The 

architecture has also been demonstrated to be computationally efficient, making it a great choice for applications where speed is 

crucial. Inception is an effective deep learning architecture that has shown significant glaucoma classification potential overall. The 

input data must be properly pre-processed, as with any deep learning model, and the hyperparameters must be optimised for best 

results. 

4.6 MobileNet 

MobileNet, a well-known architecture for deep learning, has been used to identify photographs, including glaucoma images. It is 

renowned for its high precision and computational efficiency, making it ideal for embedded and mobile applications. Depthwise 

separable convolutions are used by MobileNet to minimise the amount of parameters required for model training. In order to ac-

complish this, the conventional convolution method is divided into two discrete operations: depthwise convolution and pointwise 

convolution. The pointwise convolution combines the depthwise convolution outputs using a 1x1 filter, while the depthwise con-

volution uses a separate filter for each input channel. This requires fewer parameters and less computation than conventional con-

volutions while attaining the same level of precision. MobileNet was utilised to classify glaucoma fundus images as normal or 

glaucomatous. Frequently, a large dataset of fundus images is used to train the algorithm, which is then refined using a smaller 

dataset created specifically for glaucoma classification. MobileNet has demonstrated promising results in glaucoma categorization 

in comparison to earlier deep learning architectures, obtaining high accuracy with fewer parameters and less processing power. As 

with any machine learning model, however, performance can vary based on the quantity and quality of the training dataset, as well 

as other factors such as preprocessing and hyperparameter adjustment.  

4.7 EfficientNet 

EfficientNet, a type of convolutional neural networks, has garnered a great deal of attention because it performs well in a variety of 

computer vision tasks while utilising few processing resources. With over 66 million parameters, EfficientNetB7 is the most com-

plex model in the EfficientNet family. In the classification of glaucoma, EfficientNetB7 was used to classify fundus images as either 

glaucoma or non-glaucoma. Before feeding photographs into a model, scaling and normalisation are frequently employed as pre-

processing steps. The EfficientNetB7 model is trained via transfer learning, and the glaucoma dataset is utilised to import and 

improve the pre-trained weights. The model's top layers are replaced with a Global Average Pooling layer, followed by a Dense 

layer with a sigmoid activation function that assigns each image a probability score between 0 and 1. Using the Adam optimizer 

and binary cross-entropy loss function, the model is modified during training. In addition, class weights are added to account for 

the class imbalance in the dataset. In one study, the EfficientNetB7 model outperformed other cutting-edge models, such as Res-

Net50 and VGG16, with an accuracy of 99.04% and an AUC of 0.999. EfficientNetB7 is a computationally efficient and computa-

tionally robust model that can classify glaucoma with high performance and accuracy. For each model in our model_dict, we loop 

through each layer in the model and set it as not trainable. We then print the unique values in our y_test data. Next, we loop through 

each model again and add a flatten layer to the end of the model. We then add a dense layer with sigmoid activation and compile 

the model using the 'adam' optimizer, binary crossentropy loss, and accuracy as the metric. We print the model summary and fit the 

model using our X_image_train_stacked and y_train data, with the class_weight_dict specified. We then use the model to predict 

on our X_image_test_stacked data and round the predicted values to the nearest integer. We finally print the classification report 

and confusion matrix for our prediction models. 

5 ENSEMBLE METHOD 

Several models are merged using ensemble methods to enhance prediction stability and accuracy. By combining the results of 

multiple models, including ResNet-50, VGG-16, Xception, and EfficientNetB7, an ensemble model for glaucoma classification 
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could be created. Taking a weighted average of the probabilities predicted by each model is one method for creating an ensemble 

model. The weights could be determined according to the performance of each model on a validation set. Each model makes a 

prediction, and the class with the most votes is selected as the outcome using a majority voting procedure. Ensemble techniques can 

simultaneously reduce the danger of overfitting and improve the model's robustness. To avoid having too many models in the 

ensemble that are too similar to one another, the models to be included in the ensemble must be carefully chosen. Because ensem-

bling can increase the computational cost of training and inference, there must be a trade-off between performance and computing 

efficiency. We created an ensemble model using the above algorithms. First, we defined two inputs, one for the data and one for 

the images. We created a simple dense layer with ReLU activation for the data input and flattened the output of the MobileNet 

model for the image input. Then, we concatenated the outputs of both models and passed them through several dense layers with 

ReLU activation. Finally, we used a sigmoid activation function for the output layer to classify the input. We printed the summary 

of  model, evaluated it on test set, and made predictions on test set using the model. We also saved the model and loaded it again to 

verify that it was saved and loaded correctly. 

5.1 Grading 

Grading in glaucoma classification refers to the process of evaluating the severity of glaucoma based on the extent of optic nerve 

damage and visual field loss. Grading helps to determine the appropriate treatment and management plan for the patient. The most 

commonly used grading system for glaucoma is the Glaucoma Staging System, which uses a numerical scale to grade the severity 

of the disease from 0 to 5, with higher numbers indicating more severe damage. We, on the other hand have opted for categorical 

grading based on whether the case is mild, moderate or severe. These pre-trained models serve as powerful tools in glaucoma 

classification, as they leverage deep learning techniques and the knowledge learned from extensive training on large-scale datasets. 

By fine-tuning these models with glaucoma-specific data, researchers and practitioners can benefit from their high-level feature 

representations and achieve accurate glaucoma classification results.  

5.2 Classification 

The ensemble system implemented in the proposed approach is a highly effective strategy that combines multiple classification 

models to improve overall classifier performance. In this system, three different Convolutional Neural Networks (ConvNets) are 

utilized: VGGNet-19, ResNet-50, and GoogLeNet. These ConvNets have been pre-trained using the transfer learning technique and 

trained on the ImageNet dataset, allowing them to capture general image features without requiring additional supervision. Deep 

features are extracted from the ConvNet architectures, specifically from the last pooling and fully connected layers. The ensemble 

method leverages a fusion technique to combine the extracted features, maximizing their discriminative capabilities. The combined 

features are then passed through a softmax encoder module for image classification, determining whether the image belongs to the 

normal or glaucomatous category. By integrating multiple ConvNets and leveraging their respective strengths, the ensemble system 

aims to enhance the precision and accuracy of the glaucoma classification task. This approach takes advantage of the diverse rep-

resentations learned by different ConvNets and combines them to make more informed and accurate predictions. 

6 RESULTS AND DISCUSSION 

6.1 Results 

In the results section of our research paper, we present the outcomes of our experiments conducted to evaluate the performance of 

different pre-trained CNN models for glaucoma classification. We employed seven pre-trained models, namely resnet50, vgg16, 

xception, resnet101, inception, mobilenet, and efficientnetB7. Firstly, we discuss the accuracy and effectiveness of each individual 

model. For each model, we measured its accuracy, precision, recall, and F1-score on our glaucoma dataset. Resnet50 achieved an 

accuracy of 92.5%, vgg16 achieved 91.2%, xception achieved 93.8%, resnet101 achieved 94.3%, inception achieved 90.6%, mo-

bilenet achieved 89.7%, and efficientnetB7 achieved an impressive accuracy of 95.2%. These results highlight the strong perfor-

mance of the models in accurately classifying glaucoma cases. Next, we assessed the performance of the ensemble system, which 

combined the predictions of the individual models to make a final decision. The ensemble system achieved an overall accuracy of 

96.7%, surpassing the accuracy of any individual model. This demonstrates the effectiveness of the ensemble approach in improving 

the classification accuracy. Furthermore, we analyzed the performance of the ensemble system in terms of precision, recall, and F1-

score. The ensemble system achieved a precision of 97.2%, recall of 95.8%, and F1-score of 96.5%. These metrics indicate the 

robustness and reliability of the ensemble system in correctly identifying glaucoma cases. We also compared the computational 

efficiency of the models. We measured the average time taken by each model to classify a single image. EfficientnetB7 emerged as 

the most efficient model, with the shortest processing time per image. Overall, our results demonstrate the efficacy of the pre-trained 

CNN models, with efficientnetB7 performing exceptionally well in terms of accuracy and computational efficiency. The ensemble 

system showed superior performance, outperforming individual models and achieving high accuracy in glaucoma classification. 

These findings suggest the potential of these models and the ensemble approach for accurate and efficient glaucoma diagnosis.  

Once the training is complete, the model is finally evaluated. This part includes objective outcome analysis, and the discussions. 

The implementation of parameters is evaluated utilizing the common measures such as accuracy, specificity, sensitivity, precision, 

and F1 score. Their numerical equations are described in the Eqns. below. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑃+𝐹𝑃
 (5) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2∗(𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (6) 

 

For the abbreviation, True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN).  Accuracy evaluates close-

ness of the outcome, sensitivity determines the portion of the TP that is exactly classified as a positive class, and precision calculates 

a portion of TN which is accurately defined. 

 

TABLE 2. Performance Scores of Models 

Technique used Accuracy 
Xception 93.8 % 
VGG-16 91.2 % 

ResNet-50 

 
92.5 % 

 
Resnet-101 

 
94.3 % 

 
Inception 90.6 % 
Mobilenet 

 
89.7 % 

EfficientnetB7 95.2 % 
Proposed Ensemble Method 96.7 % 

 

 
Figure 2 Accuracy Comparison of All Implemented Model 

 

Table 2. shows how different models achieved dependable, responsive, informative, specific, and F1 scores. Along with their accu-

racies of the multiple model, our ensemble model achieved an accuracy of 96.7% and has performed better than the rest of the 

models. With the proposed system, evaluation, and analysis of a several datasets have also been done. 

 

86.00%
88.00%
90.00%
92.00%
94.00%
96.00%
98.00%

Accuracy

Accuracy

http://www.jetir.org/


© 2023 JETIR August 2023, Volume 10, Issue 8                                                       www.jetir.org(ISSN-2349-5162) 

 

JETIR2308487 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org e774 

 

 
Figure 3 Detected Image of Eye having Mild (69.38%) Glaucoma detected 

 

 
Figure 4 Detected Image of Eye having Moderate (64.62%) Glaucoma detected 
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Figure 5 Detected Image of Eye having Severe (89.66%) Glaucoma detected 

7 CONCLUSION 

The development of an ensemble model for the quick diagnosis of glaucoma was the study's main goal. The proposed ensemble 

method sorts fundus images into normal or abnormal groups using convolutional neural network features. Performance of the pro-

posed ensemble architecture is compared to that of 7 models namely Xception, VGG-16, ResNet-50, Resnet-101, Inception, Mo-

bilenet, and EfficientnetB7. Large datasets are utilized to evaluate the proposed method. It performs more accurately than the 

method with the most steps. Experiments on the datasets demonstrate that the model outperforms both conventional neural network 

architecture and computer-assisted diagnostics. Even though the proposed ensemble technique produced favorable results, addi-

tional work is required. Future research can concentrate on accelerating the model and combining it with other deep learning tech-

niques, such as RNNs and LSTM networks, to enhance its precision.  

Using a linked network to isolate glaucoma diagnoses from larger experimental datasets may facilitate the development of a patient's 

individualized treatment plan. By describing the characteristics of various types of glaucoma, the model can provide patients with 

more specialized and individualized care. Using the proposed ensemble approach, other medical imaging applications, such as the 

detection of additional retinal disorders or abnormalities in other parts of the body, are possible. The early diagnosis and detection 

of many illnesses may be significantly impacted by this. There are numerous ways to implement the recommended technique in 

clinical practice. The model can be integrated with existing electronic health records to allow for automatic glaucoma detection and 

diagnosis (EHRs). This can improve patient outcomes and reduce the workload of ophthalmologists by allowing for early diagnosis 

and treatment. Since the COVID-19 outbreak, telemedicine's popularity has increased. In conjunction with telemedicine technolo-

gies, the proposed ensemble approach can be used for remote glaucoma screening and diagnosis. Therefore, underserved areas may 

have easier access to care, particularly in low-income nations. Future research and clinical application of the suggested ensemble 

method for glaucoma diagnosis hold great promise. This strategy can improve patient outcomes and lessen the burden on healthcare 

systems by addressing the difficulties associated with glaucoma early detection and diagnosis.  

8 REFERENCES 

1.N. Deepa, S. Esakkirajan, B. Keerthiveena, S. Bala Dhanalakshmi “Automatic Diagnosis of Glaucoma using Ensemble based Deep 

Learning Model” International Conference on Advanced Computing and Communication Systems (ICACCS), vol. 9 (2021, March) 

2.P. J. Foster, R. Buhrmann, H. A. Quigley, and G. J. Johnson, “The definition and classification of glaucoma in prevalence surveys,” 

Brit. J. Ophthalmol., vol. 86, no. 2, pp. 238–242, Feb. 2002. 

3.Thakur, N. and Juneja, M., 2020. “Classification of glaucoma using hybrid features with machine learning approaches”. Biomedical 

Signal Processing and Control, 62, p.102137. 

4.Chakravarty, A. and Sivaswamy, J., 2016, April. Glaucoma classification with a fusion of segmentation and image-based features. 

In 2016 IEEE 13th international symposium on biomedical imaging (ISBI) (pp. 689-692). IEEE 

5.Alexander Neto, José Camera, Sérgio Oliveira, Ana Cláudia, António Cunha, “Optic disc and cup segmentations for glaucoma 

assessment using cup-to-disc ratio.” CENTERIS 2021. 

6.He, K., Zhang, X., Ren, S. and Sun, J., 2016. “Deep residual learning for image recognition.” In Proceedings of the IEEE conference 

on computer vision and pattern recognition (pp. 770-778). 

7.Mamta Juneja, Sarthak Thakur, Archit Uniyal, Anuj Wani, Niharika Thakur, Prashant Jindal “Deep learning-based classification 

network for glaucoma in retinal images” Computers and Electrical Engineering Volume 101, 108009 (2022, July)  

http://www.jetir.org/


© 2023 JETIR August 2023, Volume 10, Issue 8                                                       www.jetir.org(ISSN-2349-5162) 

 

JETIR2308487 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org e776 

 

8.Anita Manassakorn, Supatana Auethavekiat, Vera Sa-Ing Sunee Chansangpetch, Kitiya Ratanawongphaibul, Nopphawan Uram-

phorn and Visanee TantiSevi “GlauNet: Glaucoma Diagnosis for OCTA Imaging Using a New CNN Architecture” Institute of 

Electrical and Electronics Engineers Access, vol. 8 - 5  (2022, September) 

9.Asiri, N., Hussain, M., Al Adel, F. and Alzaidi, N., 2019. “Deep learning based computer-aided diagnosis systems for diabetic 

retinopathy: A survey”. Artificial intelligence in medicine, 99, p. 101701. 

10.Nazmus Shakib Shadin, Silvia Sanjana, Sovon Chakraborty, Nursat Sharmin “Performance Analysis of Glaucoma Detection Using 

Deep Learning Models” International Conference on Innovations in Science, Engineering and Technology (ICISET) (2022, May)  

11.Silvia Ovreiu, Elena-Anca Paraschiv, Elena Ovreiu “Deep Learning & Digital Fundus Images: Glaucoma Detection using Dense-

Net” 13th International Conference on Electronics, Computers and Artificial Intelligence (ECAI) (2021, August) 

12.Raghavendra, U., Fujita, H., Bhandary, S.V., Gudigar, A., Tan, J.H. and Acharya, U.R., “Deep convolution neural network for 

accurate diagnosis of glaucoma using digital fundus images.” Information Sciences, 441, pp.41-49. (2018) 

13.Eduardo Pinos-Velez, Deysi Herrera-Alvarez, María Flores-Rivera, Carlos Luis Chacon, William Ipanque-Alama, Luis Serpa-An-

drade “Implementation of support tools for the presumptive diagnosis of Glaucoma through identification and processing of medical 

images of the human eye” IEEE International Systems Engineering Symposium (ISSE) (2018, November) 

14.Carmona, E.J., Rincón, M., García-Feijoó, J. and Martínez-de-la-Casa, J.M., 2008. Identification of the optic nerve head with ge-

netic algorithms. Artificial Intelligence in Medicine, 43(3), pp.243-259. 

15.Szeged, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., Erhan, D., Vanhoucke, V. and Rabinovich, A., 2015. Going 

deeper with convolutions. In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 1-9). 

16.Gupta P, Zhao D, Guallar E, Ko F, Boland MV, Friedman DS. Prevalence of glaucoma in the United States: the 2005-2008 national 

health and nutrition examination survey. Invest Ophthalmol Vis Sci. 2016;57(6):2905–13. doi:10.1167/iovs.15-18469.  

17.Myers JS, Fudemberg SJ, Lee D. Evolution of optic nerve photography for glaucoma screening: a review. Clin Exp Ophthalmol. 

2018;46(2):169–76. doi:10.1111/ceo.13138.  

18.Chauhan BC, Garway-Heath DF, Goni FJ, Rossetti L, Bengtsson B, Viswanathan AC, Heijl A. Practical recommendations for 

measuring rates of visual field change in glaucoma. Br J Ophthalmol. 2008;92(4):569–73. doi:10.1136/bjo.2007.135012.  

19.Rountree L, Mulholland PJ, Anderson RS, Garway-Heath DF, Morgan JE, Redmond T. Optimising the glaucoma signal/noise ratio 

by mapping changes in spatial summation with area-modulated perimetric stimuli. Sci Rep. 2018;8(1):2172. doi:10.1038/s41598-

018-20480-4.  

20.Bizios D, Heijl A, Bengtsson B. Integration and fusion of standard automated perimetry and optical coherence tomography data for 

improved automated glaucoma diagnostics. BMC Ophthalmol. 2011;11:20. doi:10.1186/1471-2415-11-20.   

21.Russell RA, Malik R, Chauhan BC, Crabb DP, Garway-Heath DF. Improved estimates of visual field progression using bayesian 

linear regression to integrate structural information in patients with ocular hypertension. Invest Ophthalmol Vis Sci. 2012;53 

(6):2760–69. doi:10.1167/iovs.11-7976. 

22.Malik R, Swanson WH, Garway-Heath DF. ‘Structure-function relationship’ in glaucoma: past thinking and current concepts. Clin 

Exp Ophthalmol. 2012;40(4):369–80. doi:10.1111/j.1442- 9071.2012.02770.x.   

23.Xiangyu C, Yanwu X, Damon Wing Kee W, Tien Yin W, Jiang L. Glaucoma Detection Based on Deep Convolutional Neural 

Network. Conf Proc IEEE Eng Med Biol Soc. 2015;2015:715–18.  

24.Muhammad H, Fuchs TJ, De Cuir N, De Moraes CG, Blumberg DM, Liebmann JM, Ritch R, Hood DC. Hybrid deep learning on 

single wide-field optical coherence tomography scans accurately classifies glaucoma suspects. J Glaucoma. 2017;26 (12):1086–94. 

doi:10.1097/IJG.0000000000000765.  

25.Christopher M, Belghith A, Bowd C, Proudfoot JA, Goldbaum MH, Weinreb RN, Girkin CA, Liebmann JM, Zangwill LM. Per-

formance of deep learning architectures and transfer learning for detecting glaucomatous optic neuropathy in fundus photographs. 

Sci Rep. 2018;8(1):16685. doi:10.1038/ s41598-018-35044-9. 

http://www.jetir.org/

